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Unites States Senate testimony - 19 May 1998

One of the 1st vulnerability researchers, member 
of hacker think tank, L0pht in 1990s 





Improve the 
Security of 

Your Product 
by Breaking 

Into It



Founded 
@stake security 
research team 
and then 
Veracode to 
build security 
into SDLC



State of Software 
Security 2024

Addressing the 
Threat of Security Debt



50%

40%

30%

20%

10%

0%

age of application in (years)

the "honeymoon phase" of applications where fewer 
flaws are introduced

1 2 3 4 5

new flaws introduced by application age



8



9



10



Let’s add the 
exciting 
potential of 
large language 
models that 
can write code!
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Generating code

Understanding code/Code review

Remediating defects

Translating programming languages

Creating and maintaining unit tests

Writing documentation

Developer GenAI use 
right now
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Learning about the code base

Searching for answers to avoid 
reinventing the wheel

Reading log files to find a root 
cause

Creating and running 
functional & non-functional 
tests

Remediating security 
vulnerabilities

Emerging dev 
uses for GenAI



›

Public GitHub 
Repositories

Open-Source 
Projects

Documentation 
and 

Comments

Thirds Party Code 
(License Risk)

Training 
Data Set

Large corpus of data 
that includes open 

web content.

Large Language Models

ChatGPT

Code 
Generator

Bard

…

User Result

41%
41% of Copilot produced 

code contain known 
security vulnerabilities.

Large 
Language 

Model

…

User Prompt



Security Implications of LLMs
Wuhan University Study 

on AI Code Generators
Stanford University Study 

on AI Code Generators
New York University Study 

on GitHub Copilot
Purdue University 
on ChatGPT accuracy

36%
Out of the 435 Copilot generated 

code snippets found in repos 
36% contain security 
weaknesses, across 6 

programming languages.

Developers using LLMs were 
more likely to write insecure 

code.

They were more confident their 
code was secure.

41%
Of 1689 generated programs 41% of 

Copilot produced programs 
contained vulnerabilities

52%
52% of ChatGPTs answers were 

incorrect. 
Developers preferred them 35% 

of the time yet 77% of those 
answers were wrong



SALLM Framework For measuring LLM vulnerability 
generation - Notre Dame

Vulnerable@k metric 
best to worst:

StarCoder
GPT-4:
GPT-3.5:.
CodeGen-2.5-7B: 
CodeGen-2B: 
 

https://arxiv.org/abs/2311.00889
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Code reuse goes down
Code velocity goes up
Vulnerability density 

similar

Implications of LLM 
code generation

=
Increased Vulnerability 

Velocity



How can we apply AI to the problem of 
insecure code, but in a more accurate 

and trustworthy manner?
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We need a faster test and fix workflow

Build Deploy

Months Find

Triage

Ticket

Train

Manual Fix

FindMinutes

Recommend Fix

Review

Test
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Training Data Set

User Result
Fix 

Suggestions
User Prompt Fix LLM

Proprietary
Data

Supervised
Learning

Curated Dataset Code Provenance 
Assurance

Coverage all that 
matter

Fix Approach
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Consider the implementation details before leveraging AI for developing 
and/or securing code
• What does the ML model use for training data?
• Is that training data trustworthy/vetted?
• Are there licensing issues with generated code?
• Is any of my intellectual property being leaked? 
• How accurate are the generated fixes?

Be aware of human biases that trick us into feeling overly confident 
about the correctness of AI-generated content

Recommendations for AI and code security



Data Poisoning

Other 
Risks to 
GenAI 
Code

Hallucinated & 
Squatted Packages

Bias & Fairness

IP Infringement

Recursive Learning

Propagation of 
Deprecated Practices
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Chris Wysopal
Co-founder & CTO Veracode
@weldpond

GenAI in dev is a powerful tool that 
requires the same level of security 
scrutiny and best practices as any 
other aspect of software 
development

Include security considerations in 
GenAI prompts

Automate as much of security 
process as possible, including 
automated fixing


