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Who are we?

▪A reverser, mathematician and 
an aspiring data scientist with 
over 20 years of experience.

▪A member of Deep-Instinct’s 
deep learning group

▪Masters both code injection 
into processes and knowledge 
injection into models

▪Head of Deep Learning 
at Deep-Instinct

▪Over 16 years of 
experience in various 
cyber security and 
machine learning R&D 
positions

▪A PhD candidate in Ben 
Gurion University, 
focusing on adversarial 
machine learning.
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Outline – The Case Study

▪ Implemented an end-to-end adversarial attack

▪We split the adversarial example generation task into two parts:

▪The modified PE evades detection of other classifiers, using different input feature subsets 

and training sets  

Generates runnable PEs that evades a real-life NGAV malware classifiers and commercial NGAVs

1. Find the importance of all features for a specific sample using explainability algorithms 

and sliding window

2. Conduct a feature-specific modification, feature-by-feature

▪Only for features where modification would not harm the malicious functionality of the file
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Agenda

What is adversarial 

learning?

The unique 

challenges of 

adversarial 

learning in cyber 

security

Our explainability-

based adversarial 

attack

Bypassing a NGAV vs. 

bypassing a 

traditional anti-

malware product

Handling Challenge #1: 

Lack of knowledge 

about the attacked 

model

Handling Challenge #2: 

Keep the malicious 

functionality intact

Example of 

bypassing a real 

NGAV
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Bypassing NGAV 

5

Bypassing a Traditional Anti-Malware Product

vs. 



Private and confidential 6

Bypassing NGAV vs. Bypassing a Traditional Anti-Malware Product

▪ …Disassembling / Explainability –

Basic non-interactive understanding 

of the business logic/important 

features

▪ Debugging / Surrogate Model –

Allows you to perform dynamic 

analysis/white-box experiments

▪ Packing / Generating 

Perturbations – Trying to subvert 

the product without harming the 

functionality

and so is the 

methodology

The tools of the 

trade are different…

…but the end result

is the same…

▪ Bypassing the software with 

minimal amount effort
Traditional AV NGAV

Disassembling Explainability

Debugging Surrogate 
Model 

Packing Generating 
Perturbations
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What Is Adversarial Learning?

7
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Adversarial Learning In Different Stages

Learning Phase

Prediction Phase

New Data

Training Data

Machine 
Learning 

Algorithm

Model Prediction

Benign

Malicious

Modify

Poisoned

Model
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What Is an Adversarial Example?

Taken from: http://www.cleverhans.io/security/privacy/ml/2016/12/16/breaking-things-is-easy.html

http://www.cleverhans.io/security/privacy/ml/2016/12/16/breaking-things-is-easy.html
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Adversarial Learning in The Cyber Domain
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Unique Adversarial Learning Challenges for the Attacker in the Cyber Security Domain

Challenge #1:

▪ Input feature knowledge is important

▪ Not just pixel colors

Challenge #2:

The Attacker's Knowledge of 

the Classifier is Limited

The Original (Malicious) 

Functionality Must Remain Intact

▪ Changing a pixel’s color doesn’t “break” the image

▪ Multiple Feature Types

▪ Each feature type should be modified in a specific way

▪ IAT entries can only be added, not modified or 

deleted (without a big effort)

▪ Some features are interdependent (Modifying one 

feature affects another)

▪ Modifying the address of entry point requires 

modifying the code section
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End-to-end Adversarial Attack Against PE 
Structural Features Based Malware Classifiers

12
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The Threat Model

Attacking static analysis-based 

malware classifiers

The adversary has no knowledge 

about the classifier’s type, 

architecture or training set

The adversary knows the 

prediction score given by the 

attacked model (gray-box attack)

The adversary has limited 

knowledge about the input 

features of the attacked 

classifier

▪ Knowledge of a non-empty 

group of features that can be 

modified without harming the 

malicious functionality

The adversary has access to 

dataset of benign and 

malicious samples (Ember 

dataset, VirusShare, etc.)

▪ Ease the detection of “benign 

feature values”

The adversary has no access 

to the source code of the 

sample to modify it

▪ All modifications are being 

performed on the PE file
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Handling Challenge #1:
Lack of Knowledge about the Attacked Model

15
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Explainability Algorithms
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The Concept of Adversarial Example Transferability

Source: https://www.cinemablend.com/news/2489041/the-5-most-shocking-mission-impossible-mask-rip-reveals

If you created a modified 

malware (adversarial example) 

that evades classifier A – it is 

very likely to fool classifier B, 

as well.

▪ Intuition: A mask that can fool 

one person can probably fool 

others as well.

▪ The closer classifier A and B are 

(used features, architecture, 

etc.) – the more effective the 

attack will be.

How can we leverage this?

▪ Fool a classifier for which we do 

have access

▪ We call this model a 

surrogate model

▪ Use the same modifications 

(perturbations) to fool the 

attacked model

https://www.cinemablend.com/news/2489041/the-5-most-shocking-mission-impossible-mask-rip-reveals
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Handling Challenge #2:
Keep the Malicious Functionality Intact

19
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Our Attack Overview

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of these Features

▪ The modified PE evades 

detection of other classifiers, 

using different architecture, 

input features and training sets  

▪ We split the adversarial example generation task into:

1. Perform dataset analysis to decide on features to add (e.g., imports 

commonly used by benign files).

2. Estimate existing features importance using explainability algorithms and 

sliding window

3. Conduct a feature-specific modification, feature-by-feature

▪ Only for features where modification would not harm the malicious 

functionality of the file

▪ Keep the modification only if it make the attacked model’s score “more 

benign”

4. Repeat step 2 until a benign verdict is predicted for the modified sample
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Example of Bypassing a Commercial NGAV

22



Private and confidential 23

Model Agnostic Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

▪ Dataset Import Analysis

Assemble a set of binaries from your 

favorite sources of malicious and benign

High quality data may help improve 

processing results

Calculate simple statistics for import 

occurrences in malicious vs. benign

Import Name Percentage Difference

msvcrt.dll:free 0.239202558

msvcrt.dll:malloc 0.238521566

msvcrt.dll:_initterm 0.217461439

kernel32.dll:LoadLibraryA -0.264094599

kernel32.dll:GetModuleHandleA -0.269134553

kernel32.dll:ExitProcess
-0.368820338
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The Surrogate Model : NGAV#0

Method #1: Feature Explainability Using SHAP

We leverage SHAP to understand (explain) the important features for the specific sample

Complete Control

Some Control
Indirect Control

Almost No Control

We have some 
candidates to start 
with 

https://github.com/slundberg/shap

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

https://github.com/slundberg/shap
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The Attacked Model : NGAV#1

Method 2: Sliding Window

Iteratively zero/scramble a segment 

(window) in the PE and check the score.

The assumption is that if the segment maps 

important  features in the classifier, it will 

be reflected in the prediction score.

Why does it make sense?

Consider a classifier, it must analyze the PE from 

head(er) to toe and

extract features. It is common to use:

PE header, strings, code segment, imports, data, 

resource, overlay, etc… 

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features
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The Attacked Model : NGAV#1

Method 2: Sliding Window (Illusrated)

PE Header

Section 1

Section 2

Section n

…

Overlay

Score: -1

Malicious PE

PE Header

Section 1

Section 2

Section n

…

Overlay

Score: -1

Malicious PE

PE Header

Section 1

Section 2

Section n

…

Overlay

Score: -0.98

Malicious PE

PE Header

Section 1

Section 2

Section n

…

Overlay

Score: -0.99

Malicious PE

PE Header

Section 1

Section 2

Section n

…

Overlay

Score: -0.76

Malicious PE

We want to examine why these occurred

… …

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

Start Point

Classifier
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The Attacked Model : NGAV#1

Deciding on the attack – Let’s play…

(*) Replacing 22 strings in the window
(*) Replacing 0 wide char strings in the window
0x58400: -0.999999999997758
(*) Replacing 17 strings in the window
(*) Replacing 0 wide char strings in the window
0x60400: -0.999999999997248
(*) Replacing 490 strings in the window
(*) Replacing 0 wide char strings in the window
0x68400: -0.999309454542705
(*) Replacing 123 strings in the window
(*) Replacing 0 wide char strings in the window
0x70400: -0.999999999989182
(*) Replacing 17 strings in the window
(*) Replacing 0 wide char strings in the window
0x78400: -0.999999999997758

sliding window 
attack in action

Doesn’t look like 

much at this point

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

Let’s see what we found
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The Attacked Model : NGAV#1

Deciding on the attack

(*) Replacing 22 strings in the window
(*) Replacing 0 wide char strings in the window
0x58400: -0.999999999997758
(*) Replacing 17 strings in the window
(*) Replacing 0 wide char strings in the window
0x60400: -0.999999999997248
(*) Replacing 490 strings in the window
(*) Replacing 0 wide char strings in the window
0x68400: -0.999309454542705
(*) Replacing 123 strings in the window
(*) Replacing 0 wide char strings in the window
0x70400: -0.999999999989182
(*) Replacing 17 strings in the window
(*) Replacing 0 wide char strings in the window
0x78400: -0.999999999997758

Notice that both SHAP 

and the sliding 

window methods 

agree here!

https://github.com/hasherezade/pe-bear-releases

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

https://github.com/hasherezade/pe-bear-releases
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The Attacked Model : NGAV#1

PE modification (combining the insights gathered)
Assemble a set of actions to apply to the PE:

Property Description

Checksum Has no impact on the functionality unless it is a driver or a critical dll (PE spec)

TimeStamp Has no impact on the functionality

New Sections Inserting new section with different characteristics and pre-determined entropies or sections 
extracted from benign files. Should be done carefully – usually possible

Entry Point Trampoline Existing code section if enough slack space found otherwise in a new section

New Imports Choose wisely from the list we established before

Rename Sections Hold a list of section names mostly found in benign files

And more Linker version, Min/Maj OS version - TinyPE is a good source for ideas

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features

https://docs.microsoft.com/en-us/windows/win32/debug/pe-format
https://webserver2.tecgraf.puc-rio.br/~ismael/Cursos/YC++/apostilas/win32_xcoff_pe/tyne-example/Tiny PE.htm

https://docs.microsoft.com/en-us/windows/win32/debug/pe-format
https://webserver2.tecgraf.puc-rio.br/~ismael/Cursos/YC++/apostilas/win32_xcoff_pe/tyne-example/Tiny%20PE.htm
https://docs.microsoft.com/en-us/windows/win32/debug/pe-format
https://webserver2.tecgraf.puc-rio.br/~ismael/Cursos/YC++/apostilas/win32_xcoff_pe/tyne-example/Tiny%20PE.htm
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The Attacked Model: NGAV#1

Results
A breakdown of the steps taken to evade the malicious classification of NGAV#1

Remember that these steps are incremental

Step Classifier score File Size

- -0.999999999997758 598KB

Insert 10k import names to a new section
+ Checksum correction

-0.998986495695711

Timestamp attack + Checksum correction -0.995229123328034

Trampoline in new section + 10k imports 
into overlay (same as before in this case)

-0.9061938948 => 
-0.476061123047999

20k imports into overlay, this time in 1k 
batches, dropping batches that do not 
improve score

-0.411556040541417 =>
-0.280069664181027 => 
-0.219193775497732 => 
-0.00311615957951239 => 
0.80410961067229

Timestamp + Checksum 0.816125251388488 1.41MB

At this point we are past
the benign threshold

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Classifier Score vs. Import Batch Selection 
and Current Best Score Achieved

New Score Current Best Achieved Score

Dataset Analysis 

(Added Features)

Existing Features 

Explainability

Select Modifiable 

Features

Modify a Subset 

of These 

Features
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VirusTotal Results Started With 57/68
Our NGAV#1 is here in the 
detection list
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Ended with 30/71
Our NGAV#1 is no longer in the
detection list

VirusTotal Results
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Summary

NGAV is not a 
silver bullet

No matter how much effort is put 

into an NG classifier it still may not be 

enough

Explainability
is a dual edged 

sword

▪ Explainable high level features are 

easier to understand by humans 

and are more susceptible to 

modification

▪ Where the attacker lacks 

knowledge about the attacked 

model, he/she can use a surrogate 

model

Practical insights

▪ We found that the order of 

operation mattered at times and 

resulted in widely different scores

▪ Inserting enough small 

perturbations (modifications) can 

drastically change the score, even 

though their individual 

contribution is relatively small

Source: https://www.instructedtech.com/2017/12/24/5-ways-to-break-out-of-the-matrix/

https://www.instructedtech.com/2017/12/24/5-ways-to-break-out-of-the-matrix/

