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Rising Malware Threats

Inefficient Manual Operations
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Automated YARA Rules Generation

2013

YARA

An industry standard 
regular expression tool 
designed for malware 
analysis.

YarGen

Use a Naïve Bayes model to score 
the potential utility of features 
that can be extracted from a 
binary, predominately strings.

2014 2019

VxSig

Uses a least-common-subsequence (LCS) 
algorithm to find byte sequences, extracted 
from functions, that appear to be common 
to all files in the given sample.

AutoYara

Leverage work in finding frequent larger n-
grams, for n(8-1024), to find several candidate 
byte strings that could become features. Then 
it extend the SpectralCoClustering algorithm to 
work when the number of biclusters is not 
known a priori. 

2020 2024

NeuroYara

Propose a novel architecture utilizing two learning 
to rank neural networks to understand the 
underlying effectiveness and correlations among n-
grams extracted for rule construction. This 
approach provides better flexibility and coverage of 
possible n-grams while reducing the required 
storage size from several GBs to only 10MBs. 
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Challenge

1. How to reduce false positives and improve rule quality?

2. How to enhance the interpretability of selected features?

3. How to unlock the potential of LLM on our task?
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LLMDYara Method



#BHUSA @BlackHatEvents

LLMDYara Method

Break down the task for Automated YARA Rules Generation

Step 1. What features need to be extracted?

Step 2. How to filter out features with false positives?

Step 3. How to evaluate the selected features?

Step 4. Which features should be selected to generate rules?

Feature Extraction

Feature Filter

Feature Decision by LLM

Rule Generation



#BHUSA @BlackHatEvents

Framework

Feature Extraction Feature Filter Feature Decision On LLM Rule Generation
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Feature Extraction: String Features 

17 types of IOC-related strings

String features are widely used features,

Natural language strings

How to define and extract high-quality strings? 
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Feature Extraction: Function Features
What other features can be extracted?Besides string features,

If decompile fails,

extract asm code

Function Call Graph

decompiled code with line numbers and offsets
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Feature Extraction: File DNAHash Features

what alternative features can be used while controlling false positives?

If string and function-based features are not usable,

string features are encrypted

function features decompiled failed or became 
hard to understand1. Self-Modifying Code

2. Control Flow Obfuscation

3. Self-Implemented Packers
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Feature Filter: string feature filter

Deep filtering of natural language strings Filter based on white samples

There are too many natural language strings,

We further classify the strings of type natural_language into more

specific subtypes such as compiler, sensitive_api … … 

To reduce false positives in string features,
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Feature Filter: function feature filter
If there are so many functions in malware, 

How to decide which functions are more valuable? 

System API or third-party library functions

• IDA built-in ability

- idc.FUNC_LIB

- idc.AF_FLIRT

- idc.FUNC_CHUNK

- function name in import 

functions

• Self-built Third-Party Library Function Signature Database

before after
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Feature Filter: function feature filter

The entrance related functions

Sensitive API or crypto related functions

Weight the importance with: function size, 

number of referenced strings and number of 

reference.

Use CAPA to identify sensitive functions 

https://github.com/mandiant/capa


#BHUSA @BlackHatEvents

Feature Decision base on LLM
String Feature Selection how to fine-tune the LLM?

1. invalid output format

2. unexpected string selection
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Feature Decision base on LLM

What kind of function opcode sequence is suitable to be part of a YARA rule?

Tag: xor_dynamic_decrypt
Detail: Performing XOR operations on each byte 
using a dynamically generated key
Features: [{ "start": 19, "size": 7, "comment": 
"This code segment contains the core logic of 
XOR decryption, including dynamic key generation 
and XOR operations" }]

map pseudocode to 
asm data

loose mode: 
wildcard immediate value
loose/normal mode: 
wildcard displacement
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Feature Decision base on LLM

Function behavior tagging

how to generate high-quality training data?
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Rule Generation
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Results
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Rule Generation Result of Recently Active Malware

• Families from VirusShare, VirusSign and malwarebazaar

Total Families: 151

Samples in Train Set: 17,435

Samples in Test Samples: 58,156

Total Samples: 75,591
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Rule Generation Result of Recently Active Malware

• False positive info On  2.3 million benign samples
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Rule Generation Result of Recently Active Malware

LLMDYara

AutoYara

Yargen

• Rule Details
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Rule Generation Result of Malware from AutoYara

Total Families: 24

Samples in Train Set: 2,162

Samples in Test Samples: 230

Total Samples: 2,392
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Rule Generation Result of Malware from AutoYara

• False positive info On  2.3 million benign samples



If you have any question:

Xiaochen Wang     wangxiaochen.wxc@alibaba-inc.com

Yiping Liu               liuyiping.lyp@alibaba-inc.com

Alibaba Cloud Malicious File Detection Platform 

https://ti.aliyun.com/#/overview

1. Binary / Webshell / Malicious Script Detection

2. Cloud Sandbox

Contact Us

https://ti.aliyun.com/#/overview
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Black Hat Sound Bytes

1. Automated Explainable Rule Generation Solution.

2. Binary Program Feature Engineering Experience.

3. Using LLM for Binary Program Analysis.
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Q&A


