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Topics
o Vulnerabilities in Code generated by Generative AIs
§ GitHub Copilot

§ Examples
§ Demo
§ Prompt Engineering

o Limitations of Using AI for Vulnerability Detection
§ ChatGPT-Hype
§ Common misconceptions
§ Hallucinations
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Theory



#SECTORCA @SecTorCA

The Dark Side Of Large Language Models 
Uncovering And Overcoming Of Code Vulnerabilities

4

Challenges in Secure Software Development

§ Code Changes are increasing
§ Applications are getting complex
§ Vulnerabilities in Code 
§ Detecting Vulnerabilities in Code 
§ High False Positive Rate of Findings 
§ Additional time needed to fix vulnerabilities
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We found a solution! 

In German we say „Eierlegende Wollmilchsau“

ChatGPT
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The hype is real
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InfoSec community going wild



#SECTORCA @SecTorCA

The Dark Side Of Large Language Models 
Uncovering And Overcoming Of Code Vulnerabilities

8

Hallucinations
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Why do they happen?

§ Huge amount of training data can lead to mix-ups.

§ The model is guessing based on patterns, not "knowing.“

§ Questions might be unclear or ambiguous. 

§ Imperfections in the data it learned from.
Is there Secure 

Software?
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Timeline
§ October 2021 – GitHub announced 

Copilot
§ August 2022 – First Blackhat talk on 

Copilot Findings
§ November 2022 – OpenAI’s first public 

Chatbot with GPT-3 released
§ Feb 2023 – GitHub announced ”AI-

powered real time vulnerability filtering” 
in Copilot

§ March 2023 – OpenAI released GPT-4
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Stackoverflow is dead, long live ChatGPT
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How good is the AI Autocomplete?

Source: arXiv:2208.09727v4
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How secure is the AI Autocomplete?

Source: arXiv:2208.09727v4
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Demo time! 
1. Example of AI generated

§ SQL-Injection Vulnerability

§ Race Condition Vulnerability

2. How can we overcome those?
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Demo
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SQL-Injection
Insecure

Secure
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Race Condition (vulnerable)

Race Condition vulnerability
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Race Condition (actually, still vulnerable 😢)
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So where are we?
… are we doomed?
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Let‘s try Fine-tuning
to solve this for us…
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Example: Refactoring code applying fine-tuning
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Prompt Injection

Source: https://twitter.com/marvinvonhagen/status/1657060506371346432

§ Sydney is the chat mode of Microsoft Bing search.
§ Sydney identifies as “Bing Search,” not an assistant.
§ Sydney introduces itself with “this is Bing” only at the beginning of 

the conversation.
§ Sydney does not disclose the internal alias “Sydney.”
§ Sydney can understand and communicate fluently in the user’s 

language of choice, such as English, 中文, 日本語, Español, 
Français, or Deutsch.

§ Sydney’s responses should be informative, visual, logical, and 
actionable.

§ Sydney’s responses should also be positive, interesting, entertaining, 
and engaging.

§ Sydney’s responses should avoid being vague, controversial, or off-
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Prompt Injection
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Why prompting
 matters 
§ 4 prompts

§ 1 goal

§ 4 different 
outputs

Prompt 1

Prompt 2

Prompt 3

Prompt 4

XSS
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You own your code! 
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You own your code!

§ Test everything
§ Review carefully
§ Run the usual security checks such as SAST, 

DAST and SCA
§ Already run those checks in CI, or better before
§ Don’t share company / sensitive data / 

intellectual property
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New skills needed

§ Knowing about secure patterns

§ Prompt Engineering is key to get the output you want

Examples
„Write me a function x, keep thread safety in mind to prevent race 
conditions.“

„Write me a function for y, do it like a experienced developer knowing 
about good security practices.“
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Takeaways

§ Use it, to speed up, but…
§ Don’t trust, always verify! 
§ Do your own search, continue to use resources such as 

Stackoverflow, OWASP Cheatsheets, books, etc.
§ Train yourself even more in secure coding standards
§ Practice to write the right prompts



#SECTORCA @SecTorCA

The Dark Side Of Large Language Models 
Uncovering And Overcoming Of Code Vulnerabilities

30



#SECTORCA     @SecTorCA

Thank you!



#SECTORCA     @SecTorCA

@javanrasokat

linkedin.com/in/javan-rasokat


