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[Source: pandaily.com] [Source: developers.google.com]
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MEMS microphones

The diaphragm and backplate work as parallel-plate capacitor
The ASIC converts the capacitive change to voltage

MEMS microphone
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MEMS microphones

“Microphones are designed to capture only acoustic waves”
- The unaware systems designer -

MEMS microphone
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The hard truth

Microphones capture acoustic waves & LIGHT signals
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The agenda

• How inject light commands into microphones
• Analyze the discovered vulnerabilities of voice 

controllable systems & third-party systems
• Show how the attack works to new smart speakers 

and IoT devices!
• Describe vendors’ defenses approaches and changes 

from the attack release
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How the attack works

MEMS microphones are 
affected by light irradiance

Inject light by modulating 
optical power (changing the 
light brightness) change the 
microphone output voltage
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How the attack works

Amplitude modulated light 
generates a modulated 
voltage signal in the audio 
frequency range
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How to inject the audio signal
• The audio signal is recorded or generated using a laptop 
• The laser current driver converts the voltage audio signal from the 

laptop audio port into current signal + a DC bias
• The generated current is used to pilot the laser power
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Attacking smart speakers

Laptop 
Audio

Laser 
Current 
Driver

Amp

“OK Google, What time is it?”

“It is 7 pm”

Laser Diode

Target
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Notes on safety
Light Commands

WARNING:
Wear goggles
& avoid 
direct 
exposure to 
the beam!

[Source: https://www.lasersafetyfacts.com/}

DO NOT TRY THIS 
AT HOME!
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Long range attacks
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Laser pointer 
power!

5mW: 
110+ meters

60mW: 
50+ meters

Phones/Tablets

60mW:
5-20 meters
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Consequences of the attack

Open trunks
Unlock car
Start engine

Unlock doors

Unauthorized purchases

Turn on/off 
Enable/Disable
Change settings
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Personalization is not authentication

● No speaker authentication for smart speakers by 

default (only personalization)

● Inaccurate speech recognition (e.g.  Text-to-Speech)

● Wake up word-only security (e.g. Siri)
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Usability VS Security

Apps & routines that can be customized by the user (e.g. 

IFTTT)
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Common security vulnerabilities

● Not protected operations (e.g. open the garage door)

● Easy PIN bruteforcing (e.g. 1-digit PIN)

“123...”

“124...”

...

“Incorrect Passcode, Try Again...”

...

“Incorrect Passcode, Try Again...”

“125...” “Incorrect Passcode, Try Again...”

“438…” “OK, Opening the front door”
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TESLA Model S

1) EV Car integration with Google 

Home

● No PIN for unlocking 

doors/trunk

● No key proximity required 

2) Unofficial apps & Alexa skills

● no PIN required for certain 

operations

Attacking cars
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 2019 Ford Escape

FordPass/SYNC 3 integration with 

Google Home:

● No mechanisms to prevent PIN 

brute forcing

● Open doors & start engine only 

using voice 

Attacking cars
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Patches & changes

Augmented device 
personalization

Authorization control & 
multifactor 
authentication

Brute force 
attacks 
mitigations
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Still vulnerable!

● Apps & services compatible with several 

IoT devices 

● Still IoT devices operations without 

security checks

● 1 attacked microphone to compromise 

the VA and connected smart devices 
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Limitations

● Dependence on Focusing, Aiming, 

Acoustic Noise, and Audio Quality

● Requires Line of Sight

● Limited Feedback from the device
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Future research

Deep exploration of physical causality:

1. Photoelectric Effects 
on ASIC

2. Photoacoustic Effects 
on Diaphragm
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Future research

● HW design solutions (e.g. microphones  and ports 
design)

● Multiple microphone recognition
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Takeaways
● Sensors can perceive more that what we expect and what we 

design them for.
● Consumer electronics and sensors are less protected against 

malicious injection attacks because the systems blind rely on sensor 
data. IoT devices can be attacked through these weak channels.

● Safety-critical application and systems require a careful SW design to 
minimize every attack surface, including from IoT connected to 
them 

● Sacrifice of security to promote usability is not always a good idea
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Light Commands

https://lightcommands.com/

Contact us at 
LightCommandsTeam@gmail.com
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Sara Rampazzi  - srampazzi@ufl.edu

Benjamin Cyr - bencyr@umich.edu 
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