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You, standing there with the hardware accelerated microcontroller. Me,
sitting with a slightly outdated Python install, equipment for performing
power measurements on the microcontroller, and several browser tabs with
parallel processing tutorials open. No time for getting into the backstory,
how do we know if this will work before we’ve wasted a year of our life
together? ChipWhisperer-Lint is currently a proof of concept to demonstrate
that automated power analysis might not be such a crazy idea.

1 Introduction

This paper introduces the ChipWhisperer1-Lint tool, which is a proof of concept for
automating side-channel power analysis leakage model detection. it also demonstrates
how automated leakage detection could be used as part of a test suite for software or
hardware development.

Note despite the LATEX feel of this paper, it is not written as a proper academic paper.
In particular, note that several of the tests have been done on a “one-off” basis. This
means the attacks have NOT been averaged over multiple keys for example. The reader
is carefully cautioned from attempting to directly use the reported numbers regarding
“traces to break” and similar for the demonstration devices.

Instead, all source code of firmware used in recording the data, the raw data itself, and
even the capture hardware and software is open-source. ChipWhisperer-Lint is posted at

1 ChipWhisperer is a trademark of NewAE Technology Inc., registered in the United States of America,
European Union, and other jurisdictions. All other product names, logos, and brands are property
of their respective owners. All company, product and service names used in this document are for
identification purposes only. Use of these names, logos, and brands does not imply endorsement.
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https://www.github.com/newaetech/ChipWhisperer-Lint, and specific notes related
to this article are posted at https://www.github.com/newaetech/overlord-talk.

1.1 What is Power Analysis

The following introduction is mostly reproduced from [9], and goes into (probably too
much) detail about how power analysis works.

It had been known that the power consumed by a digital device varies depending
on the operations performed since at least 1998, when Kocher, Jaffe, and Jun showed
the use of the power analysis for breaking cryptography [6] and making money2. The
first example given was that of Simple Power Analysis (SPA), where knowing the se-
quence of operations would directly allow read-out of the secret key. Differences in power
consumption for different operations allows breaking of cryptographic algorithms using
SPA.

As an example, consider the source code from Listing 1. This code is taken from the
file bigint.c of avr-crypto-lib, an open-source library for the AVR microcontroller.
This particular function is used as part of the RSA crypto system.

When a bit of the exp variable is 1 a square and multiply is performed, and when a
bit of the variable is 0 only a square is performed. Looking at the power consumption,
we can see some difference between a square and multiply operations. This is shown in
Figure 1, where the code has been compiled onto an Atmel XMEGA microcontroller.
The leakage in Figure 1 can be seen in the timing when a ‘1’ is processed compared to a
‘0’. While both the square and multiply have similar power signatures on this platform,
the delay on entering the square routine is slightly longer. The delay marked at “A” in
this figure is about 80 mS, and the delay at “B” is about 60 mS. The slightly longer delay
can very reliably be detected to determine if two function calls have occurred (square +
multiply, indicating a ‘1’) or only one function call (square, indicating a ‘0’).

This particular variable that is leaked in this manner is not an arbitrary one, but
instead knowledge of this variable leaks the value of the secret key used in this operation.
Thus SPA allows us to directly break the secret key used during the operation.

While SPA is capable of breaking cryptography by deciphering operations, the same
paper also presented a more powerful attack called differential power analysis (DPA) [6].
This seminal work demonstrated that there may be considerable problems with imple-
mentations of otherwise secure protocols on embedded hardware devices. In particular,
this introduced the idea that measurements of the power could actually reveal something
about the data on an internal bus, and not simply the overall operation.

Fundamentally, this is due to physical effects of how digital devices are built. A data
bus on a digital device is driven high or low to transmit signals between nodes. The bus
line can be modeled as a capacitor, and we can see that changing the voltage (state) of a
digital bus line takes some physical amount of energy, as it effectively involves changing
the charge on a capacitor.

2This part is more difficult, and considerably less repeatable.
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u i n t 8 t f l a g = 0 ;
t=exp−>wordv [ exp−>length W − 1 ] ;
f o r ( i = exp−>length W ; i > 0 ; −− i ) {

t = exp−>wordv [ i − 1 ] ;
f o r ( j = BIGINT WORD SIZE ; j > 0 ; −−j ) {

i f ( ! f l a g ) {
i f ( t & (1 << (BIGINT WORD SIZE − 1) ) ) {

f l a g = 1 ;
}

}
i f ( f l a g ) {

b i g i n t s q u a r e (&res , &r e s ) ;
b i g i n t r e d u c e (&res , r ) ;
i f ( t & (1 << (BIGINT WORD SIZE − 1) ) ) {

b ig in t mul u (&res , &res , &base ) ;
b i g i n t r e d u c e (&res , r ) ;

}
}
t <<= 1 ;

}
}

Listing 1: The following lines are from bigint.c in avr-crypto-lib, showing an
example implementation of the vulnerable RSA code.
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RSA on Atmel XMEGA

Figure 1: This exploits the data-path dependent code from Listing 1, which allows us to
read the secret data off bit-by-bit.
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1.2 Differential Power Analysis

The initial attack presented in [6] caused a digital device to execute an operation with
both known and secret data. If we consider the case where that known and secret data
is mixed together, we could define the known data as P , the secret data as K, and the
operation as C = f(P,K).

The DPA attack measures power consumption of the device during this operation.
We can measure i = 0, · · · , N such operations with random known input data Pi, and
constant unknown secret data K. We could set K to some assumed value K ′. Assuming
that K is a single byte, this presents 256 possibilities for the value of K ′.

For each possibility of K ′, we could have a group of hypothetical outputs of the
operation C ′

i = f(Pi,K
′) for each known input Pi, again where i = 0, · · · , N . At this

point we wish to determine which value of K ′ matches the true value of K on the
hardware device running the algorithm.

One method presented in [6] is to target a single bit of the value of C ′ (and hence K ′).
For each hypothetical value of K ′ we can separate the power traces into two groups:
one where a bit of C ′

i is ‘1’, one where the bit is ‘0’. If our hypothetical value of K ′

matched the true value K, we would expect a difference at some point in the mean power
consumption between the two groups.

If our value was incorrect, we would expect no such difference, as the grouping could
simply be considered as a random grouping of the traces into the two sets. In practice,
such difference does exist when correctly grouped. Fig. 2 shows an example of the
difference between the mean of two such groups, which have been correctly grouped into
a set where the internal bit is ‘1’ and the set where the internal bit is ‘0’. Note the trace
shows us the location in time where the data is manipulated, as all other samples where
the processor is not handling the data we targeted have the same mean.

4



DPA, Byte = 10, Bit = 0

Sample Number

D
i!

e
re

n
ce

 A
m

o
u

n
t

Figure 2: This demonstrates a DPA attack on a single bit, the large spike occurs at the
instance in time where the processor is manipulating the data of interest.

This demonstrates that on a fundamental level devices do leak information regarding
the state of the internal data bus. One additional consideration is how this can specifi-
cally be used to break cryptographic implementations, as it would appear this method
still requires some level of “guess and check”. This “guess and check” however is not
performed over the entire key-space.

The implementation of cryptographic algorithms involves operations on individual
bytes or words of data. For example although AES-256 involves a key of 256 bits (32
bytes), the “guess and check” for performing DPA only involves guessing a single bit at
a time. This means a very tractable problem of performing 21 × 256 guesses, something
even a typical personal computer can accomplish in a few seconds.

The hypothetical output of some function we are targeting is typically referred to as
the “intermediate value”, as we are targeting some value within the entire operation of
the algorithm. When attacking AES this is often after the first round of the SubBytes
operation, as the non-linear property of the SubBytes improves our attack by eliminating
the linear relationship between the input and intermediate values. In addition one byte
of the plaintext will directly mix with one byte of the secret key, reducing the complexity
of performing the guess and check operation.

While the DPA attack was the first proposed methods, more efficient methods of
discovering the secret key information using the power traces exist. We’ll discuss two
major methods next: the Correlation Power Analysis (CPA) attack and template attacks.
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1.2.1 Correlation Power Analysis (CPA)

Whereas DPA looked at simple differences between two groups of data, the CPA attack
develops more precise assumptions on the power consumption and relation on an internal
data bus. The CPA attack was first present in 2004 by Brier et al. in [3], and will be
summarised here.

For a simple 8-bit microcontroller, we can use a “leakage model” that suggests the
instantaneous power consumption is related to the number of bits set to ‘1’ on the
internal databus. This assumption is based on two factors: (1) our previous knowledge
that moving the state of a line takes a certain amount of power, and (2) knowledge
that microcontrollers set their internal buses to a constant state before the final value is
loaded.

This constant state is known as the ‘precharge’ state. This precharge has been used
since the early design of microcontrollers, where it was easier and faster to design a bus
with precharge logic to pull the bus to the ‘1’ state, requiring each module driving the
bus to only have the pull-down logic (rather than requiring full push-pull and enable
transistors on each bus connection)[7].

More recent devices may pre-charge to other levels, such as precharging to a level
between ‘1’ and ‘0’, with the objective being to reduce the power and time required to
transition to the final level [4]. This pre-charge would require push-pull drivers at each
bus connection, so is targeting improved performance rather than a simplified design.

From an attack perspective, specifics of the pre-charge are irrelevant. Instead the
attacker cares there is a constant starting level, meaning a linear relationship between
the number of bits set to ‘1’ on the databus and the power consumption. Depending
on the precharge level and measurement style this relationship may have a positive or
negative slope. Without this pre-charge we instead have a relationship between the
change in bits between two bus states, and thus would also need to know (or guess) the
previous state.

The case of the pre-charge will be referred to as the Hamming Weight (HW) model,
where leakage is assumed to be related to the number of bits set to ‘1’ on the bus.
Without the precharge we would have the Hamming Distance (HD) model, where the
leakage is related to the number of bits changing states on the bus.

As a validation of this previous work, we measured the power consumption of an 8-
bit microcontroller (Atmel ATMega328P) at the moment it is manipulating data with
various number of bits set to ‘1’. The results in Fig. 3 show an excellent relationship
between the HW of the data and the power measurement.

The basic equation for a CPA attack, where ri,j is the correlation coefficient at point
j for hypothesis i, the actual power measurement is ~td,j of trace number d at point j,
and pd,i is the hypothetical power consumption of hypothesis i for trace number d, with
a total of D traces is given in equation (1). This equation is simply an application of
the Pearson’s correlation coefficient given in equation (2), where X = ~p, and Y = ~t.

ri,j =

∑D
d=1

[(
pd,i − Pj

) (
td,j − tj

)]√∑D
d=1

(
pd,i − Pj

)2∑D
d=1

(
td,j − tj

)2 (1)
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Figure 3: Power consumption of device under attack performing an operation on data
with different Hamming Weights (HW), showing the average current consump-
tion of the AtMega328P microcontroller for each possible hamming weight of
an 8-bit number. Error bars show 95% confidence on average (based on the
sample standard deviation).

ρX,Y =
cov (X,Y )

σXσY
=

E [(X − µX) (Y − µY )]√
E
[
(X − µX)2

]√
E
[
(Y − µY )2

] (2)

The form given in these equations is referred to as the normalized cross-correlation,
and frequently used in image processing applications for matching known templates to
an image.
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2 It’s Time For Statistics

Power traces leak some information about the data being processed on a device. With
this in mind, our next goal is to find whether there is enough leakage to perform a
successful side channel attack. Simply looking at the power traces is not enough: it is
difficult to tell whether a power difference contained useful information or if it was just
an (un)lucky streak. To do this, we need some help from statistics.

2.1 Analyzing DPA Leakage

The simpler case is DPA. In a DPA attack, we put our power traces into two groups
by looking at one bit of C ′

i: one group where this bit is 0, and another group where
it’s 1. Then, our goal is to check if these two groups are significantly different at any
point in time. In terms of statistics, we have a null hypothesis that the average power
consumption is the same in both groups:

H0 : µ0 = µ1 (3)

Then, if we can reject this hypothesis, that means that we’ve found a significant difference
between the two groups – enough of a difference for a DPA attack.

To try to reject the null hypothesis, we use a Student’s t-test. The t statistic for one
point in time is

t =
P 0 − P 1

s/
√
N

(4)

Here, P 0 and P 1 are the average power measurements in the two groups, s is the standard
deviation of all of the measurements, and N is the total number of power traces. If t is
small, then the two groups do not look significantly different. However, if t is large, then
we can reject the null hypothesis: there is a significant, consistent difference between
the groups.

We need to pick a threshold to distinguish between “small” and “large” values of t.
This threshold determines our false positive rate. For example, if t = 2, then there is a
5% chance that the null hypothesis is true. This chance drops to 0.2% when t = 3, and
to 0.006% when t = 4. Using a higher threshold causes less false positives, but might
miss some power differences that are still useful in practice.

2.2 Analyzing CPA Leakage

T-tests can only check for differences between two groups, and CPA attacks look at more
than two groups. In the example from the last section, the Hamming weight of a 1-byte
value can range from 0 to 8 – 9 different values. To deal with the large number of groups,
we can use linear regression. Looking at the data in Figure 3, we can use least-squares
regression to fit the line

P = b0 + b1 ·HW (5)
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where P is the power consumption and HW is the Hamming weight of the data. The
important part of this curve is b1: if it is far from 0, then the data has a strong effect
on the power.

To test whether b1 is different from 0, we can calculate the standard error of this
coefficient as

se(b1) =

√
s2

N · var(HW)
(6)

where s2 is the variance of the residuals (the distances between the line and the data)
and var(HW) is the variance of the Hamming weights. Then, the t statistic is

t =
b1

se(b1)
(7)

If t is large, b1 is unlikely to be 0. The interpretation of this value, such as the false
positive rate for any t value, is the same as the regular t-test. This analysis method also
handles DPA data by putting the two groups at HW = 0 and HW = 1.

2.3 Alternatives to T-Tests

There are two ways to improve these analyses: using Welch’s t-test, and using more
general tests such as ANOVAs.

The Student’s t-test makes two significant assumptions: it requires the two groups
to have the same number of datapoints and the same standard deviations. Welch’s t-
test is a better alternative when these assumptions don’t hold. It deals with unequal
group sizes and variances by making the s/

√
N term slightly more complex. It is also

equivalent to the Student’s t-test when these assumptions do hold. However, there is no
simple analogue for Welch’s t-test with many groups.

The CPA leakage analysis assumes that there is a linear relationship between the
data’s Hamming weight and the power consumption. This model of leakage is not always
accurate. Our example leakage data (Figure 3 shows that the points with a Hamming
weight of 0 or 8 do not follow the same trend as the other weights. A more general way
to look for leakage is to check if the data has any effect on the power consumption –
linear or not. To do this, the normalized inter-class variance (NICV) [2] is

NICV =
var(E(P |HW ))

var(P )
(8)

This test asks: if we know the Hamming weight of the data, does this give us a more
accurate picture of the power consumption? This test is more difficult to convert to a
practical CPA attack, so we leave it for future work.
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3 ChipWhisperer-Lint Automated Leakage Model

Previous leakage testing methods have come up with extensive test plans with specific
knowledge about one encryption algorithm. For example, test vector leakage assessment
(TVLA) for AES uses a battery of tests that assume side channel leakage will only occur
in specific parts of the algorithm [5, 1].

ChipWhisperer-Lint does not claim to find any specific leakage models based on hard-
ware knowledge. Instead it looks at the most likely locations items could be stored in
registers, and from that “brute-forces” the potential leakage models. This was inspired
by papers demonstrating non-obvious leakage models, with our objective of determining
if there are other odd leakage models that may be useful in devices[8].

For example considering the AES algorithm, we could write out the following states
of the algorithm:

Input: Plaintext

Input: Key

Round 0: AddRoundKey Output (Key \oplus Plaintext)

Round 1: Sub-bytes Input

Round 1: Sub-bytes Output

Round 1: Shift-rows Input

Round 1: Shift-rows Output

...

Output: Ciphertext

After each of these operations we know what is held in a CPU register or memory loca-
tion. We have this knowledge because we are NOT an attacker, but an evaluator/tester.
That is we have complete knowledge of the encryption key and input to the algorithm,
so could recover every specific state.

We know that power can be related to the Hamming weight of data in a register,
or the Hamming distance between the two values present in the register as one gets
overwritten.

Thus we can simply combine every possible Hamming weight (HW) of the intermediate
registers, along with the Hamming distance (HD) of potential ways states could get
overwritten.

Our short list above could become the following possible leakages:

HW: Input: Plaintext

HW: Input: Key

HW: Round 0: AddRoundKey Output (Key XOR Plaintext)

HW: Round 1: Sub-bytes Input

HW: Round 1: Sub-bytes Output

HW: Round 1: Shift-rows Input

HW: Round 1: Shift-rows Output

...
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HD: Input Plaintext TO Input Key

HD: Input Plaintext TO Round 0: AddRoundKey Output (Key XOR Plaintext)

HD: Input Plaintext TO Round 1: Sub-bytes Input

HD: Input Plaintext TO Round 1: Sub-bytes Output

HD: Input Plaintext TO Round 1: Shift-rows Input

HD: Input Plaintext TO Round 1: Shift-rows Output

...

HD: Input Plaintext TO Output: Ciphertext

...

HD: Round 1: Sub-bytes Input to Round 1: Sub-bytes Output

...

A few notes about this list:

• Several of these are identical - the AddRoundKey Output and Sub-bytes Input
are the same thing. Thus those steps should be collapsed into one to reduce the
combinational growth.

• Some of the leakage models might seem impossible or nonsense. We do not filter
these, as a number of odd leakage models have been found previously [8].

• The described method is looking at bytes in same location – i.e., looking at byte
0 or word 0 to determine the overwritten Hamming distance. If a single S-Box is
used you might see leakage between the Hamming distance of the S-Box input (see
XMEGA), so a method to account for shifts between states is also needed.

In addition to some of the leakage models seeming to be nonsense, more importantly
some of the combinations end up being identical. For example HD: Input Plaintext

TO Round 0: AddRoundKey Output (Key XOR Plaintext) is identical to HW: Input

Key, since this is effectively performing the operation Plaintext⊕ (Key ⊕ Plaintext).
These are currently not filtered out either. The resulting leakage numbers will be

identical, making it easy to identify the cloned values. ChipWhisperer-Lint has some
ability to define leakages which are ignored (such as the Hamming weight of the plaintext)
via the configuration file.

3.1 Output Format

ChipWhisperer-Lint currently uses either Welch’s T-Test (when testing between two
groups) or the n-group Student T-Test. The leakage information for the n-group Student
T-Test is typically used as a potential leakge function for a CPA attack, which is then
used to validate if a attackable leakage exists.

Compared to the TVLA test that is performing pass/fail testing[5], we are attempting
to determine likely leakage models that require better study. As such we use a smaller
threshold that is more likely to generate false positive, typically we are using a value of
3.0. The potential leakage models are then validate with attacks – the “false positive”
problem is less pronounced, since additional validation of any leakages is performed.
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The output is a plot of T-statistic vs. sample number, with any T-statics reaching
above the threshold being marked as a “failure”. Note the tool marks “FAIL” or “PASS”
based only on the information regarding the T-Statistic – additional validation is required
to confirm potential leakage models result in secret key material leakage.

The tool also has a mode to perform validation per classic TVLA testing, including
random vs. fixed testing and other specific leakage modes. Using these modes allows
ChipWhisperer-Lint to perform true pass/fail testing, per the TVLA proposal[5], later
codified in ISO/IEC 17825.

3.2 Configuration

ChipWhisperer-Lint is run based on two inputs: a trace data file (in ChipWhisperer
project file format), and a Configuration file. The configuration file defines what groups
to compare (i.e., what leakages to look for).

Part of an example configuration file is show below:

HD: Plaintext to Round 3: ShiftRows Output

Plaintext

FF000000000000000000000000000000

Round 3: ShiftRows Output

FF000000000000000000000000000000

N

Note the file contains the two leakage states, where the mask showing the FF00...00

is showing the data required to be XORd together for the leakage. This example would
demonstrate a Hamming distance (HD) leakage.
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4 Test Bench Setup

The capture required for the power analysis is performed with the low-cost and open-
source ChipWhisperer-Lite Capture (P/N NAE-CWLITE-CAPTURE) along with a
UFO Target Board (P/N NAE-CW308). The UFO board3 allows mounting a target
board, which are custom-designed boards with the target chip. This allows easy com-
parison of the various devices under similar conditions.

The test setup is shown in Figure 4. The ChipWhisperer-Capture performs syn-
chronous capture of the target device power trace. This synchronous capture is unique
to the ChipWhisperer platform, as it means that captured data is directly related to
clock cycles of the target device. While a regular oscilloscope can be used, a much faster
sample rate is required compared to the ChipWhisperer capture platform[10, 11].

Figure 4: ChipWhisperer-Lite Capture is used with a UFO Target Board, allowing swap-
ping of various target boards onto the device.

3The UFO Board is named as such because it is used for probing things.
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5 Software Cryptography

While ChipWhisperer-Lint was designed to assist with finding leakage models for hard-
ware cryptography, we have also pointed it towards some software stacks to provide a
”bounds” on the security level.

In addition, ChipWhisperer-Lint can be useful for finding the interaction between
software and hardware. For example code compiled on one platform may be more leaky
with side-channel power analysis compared to code on other platforms.

5.1 MBED TLS

As an example of what a “software” leakage looks like, we have evaluated MBED TLS
running on the STM32F415 device. This is running AES encryptions at 7.37 MHz. This
implementation uses T-Tables and represents a reasonably recent/powerful implemen-
tation of AES you might run on an Arm device. The waveform of the encryption is
shown in Figure 5. The leakage model is the standard Hamming weight model using the
SubBytes output from [3].

It should be noted that power analysis recovers the key in about 200 traces here,
despite the leakage model not perfectly matching the algorithm. The S-Box itself does
not appear in the code, instead it is encoded into the T-Table implementation used
by MBED-TLS. But since the value IS encoded inside this table (even if not directly
visible), the correlation peak as in 6 still shows a strong peak at one location.

Figure 5: MBED-TLS waveform during encryption operation.

14



Figure 6: MBED-TLS Shows strong correlation of the Hamming weight leakage at the
S-Box output.

5.2 ROM Implementations on Si4010

The Silicon Labs Si4010 is an 8051-core microcontroller, targeting small remote control
applications such as garage door openers. This device contains an ”AES accelerator” (per
the feature section of the datasheet). In reality, the AES accelerator actually implements
only a few specific operations such as the S-Box lookup.

The rest of the AES algorithm is performed in software. This software is ROM code,
which increases the available FLASH memory the end user can dedicate to their appli-
cation. The user can thus call an AES encryption algorithm, and be provided with the
results.

As expected, the leakage is very similar to a software implementation. The critical
leaking portion (the S-Box Hamming weight) is identical to the MBED TLS software
example. This device can be broken with 40-50 encryption traces using the CPA attack.
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Figure 7: Si4010 AES ROM code. Green and Red bars indicate start and end of
encryption.

Figure 8: Si4010 AES showing Hamming weight leakage.
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Table 1: Si4010 Capture Parameters

Clock Internal clock, as the microcontroller can-
not be switched off the internal oscillator.
An external oscillilator input is available,
but used only to calibrate the internal os-
cillator.

Shunt 10 Ohms.

Capture Hardware ChipWhisperer-Lite Capture.

Sample Rate 29.4 MS/s (asynchronous to device clock).

5.3 Leakage due to calling functions

One source of potential leakage is when the function calling a hardware cryptographic
block contains side-channel power analysis leakages. This is particularly a problem
when evaluating a hardware crytographic function itself, since the test functions could
be introducing leakage that do not exist in the actual product.

Consider a perfectly secure AES hardware block, which has two register banks. The
device is a 32-bit processor, with four key and four input data registers. The four key
and input data registers make up the 128-bit AES input size. We will call the key
registers REG KEY0, REG KEY1, . . . , REG KEY3, and the data input register REG DATA0,
. . . , REG DATA3.

A reasonable method of calling this might be as in the listing below:

void enc rypt data b lock ( u i n t 8 t ∗ data , u i n t 8 t ∗ key )
{

u i n t 3 2 t temp1 , temp2 , temp3 , temp4 ;

temp1 = ∗ ( ( u i n t 3 2 t ∗) data + 0) ;
temp2 = ∗ ( ( u i n t 3 2 t ∗) data + 1) ;
temp3 = ∗ ( ( u i n t 3 2 t ∗) data + 2) ;
temp4 = ∗ ( ( u i n t 3 2 t ∗) data + 3) ;

REG KEY0 = temp1 ;
REG KEY1 = temp2 ;
REG KEY2 = temp3 ;
REG KEY3 = temp4 ;

temp1 = ∗ ( ( u i n t 3 2 t ∗) key + 0) ;
temp2 = ∗ ( ( u i n t 3 2 t ∗) key + 1) ;
temp3 = ∗ ( ( u i n t 3 2 t ∗) key + 2) ;
temp4 = ∗ ( ( u i n t 3 2 t ∗) key + 3) ;

REG DATA0 = temp1 ;
REG DATA1 = temp2 ;
REG DATA2 = temp3 ;
REG DATA3 = temp4 ;

}
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Unfortunately, you have just introduced a strong side-channel leakage. If you compare
the value stored in register temp1, you will notice it first has the value of the first 32-bits
of data, then the first 32-bits of key.

The step when the key replaces the data will give you a Hamming distance leakage at
that point in the code. This can be seen in some of the ChipWhisperer-Lint test results.
It is most obvious when very odd leakages come up - for example leakage between the
Cipher-Text and Encryption Key is shown in Figure 9.

Figure 9: Leakage from the first-round key and ciphertext during an encryption operation
is most likely overwriting of the key storage variable with the output ciphertext
during the function execution.

This leakage is not a true leakage from the encryption core, but an artifact of register
re-use. This particular leakage was obviously bogus, since the leakage was so strong and
there was no reasonable physical explanation for it.

More commonly, this leakage appears as the Hamming distance between the key and
plaintext, one should not immediately assume they have successful broken the output of
AddRoundKey (KEY ⊕ PLAINTEXT), but instead may have introduced the leakage
themselves. The register re-use leakage should be suspected when there is a word-specific
or byte-specific offset in the leakage location. That is the first 32-bits have leakage at
a specific point, but the next 32-bits have leakage at a different point. Such time steps
suggest a software leakage, as the XOR operation in hardware would likely be completed
as one step.

This can easily be confirmed by ensuring the key is not set on every use, assuming the
core does not require the key set before each use. When performing CPA attacks on the
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hardware cores, we have always disabled the ”key set” function to ensure there were no
unexpected results.

Chips which provide ROM functions for interfacing with the hardware peripheral need
to be especially careful of this leakage. While the ROM function enforces specific usage
of the peripheral, there is a risk that any leakage introduced by the ROM function cannot
be fixed.
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6 Regression Testing

An interesting use-case for automated TVLA (or other side-channel) testing is perform-
ing regression testing to detect issues arising in code.

As mentioned, incorrectly overwriting a sensitive value with an attacker-controlled (or
attacker-known) value is a good way to introduce a power analysis leakage. Changes in
compilers may introduce such leakage, even if it was not initially contained within the
code.

This can be extended to build across different device architectures to find leakage
resulting from interaction between the compiler and hardware. This works by building a
wide variety of firmware images across different compilers and for different devices. The
firmware images are programmed onto the devices, and the power analysis measurements
performed. The setup is shown in Figure 10. An example of the results is shown in
Figure 11. Usage of ChipWhisperer allows a large hardware test bed to be built with
widely available commodity hardware.

Figure 10: ChipWhisperer-Lint can be used to perform robust software validation across
multiple devices.
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Figure 11: Non-obvious leakage may result from combinations of compilers, compiler
flags, and hardware targets.

This summary page can be useful to understand where leakage exists due to software
optimization or changes. A threshold is used to decide what leakage we care about, and
leakages that have been previous validated can be ignored. This workflow is similar to
analysis tools such as PCLint (and hence the name of ChipWhisperer-Lint).

For example, building MBLED-TLS AES on the STM32F2 series results in non-
constant execution time. This is shown in Figure 12. This non-constant time appears
like a cache timing attack, but there is no cache enabled on this device build.

Instead, the non-constant timing is actually due to the ”flash accelerator” in these
devices. The flash accelerator performs 128-bit read from FLASH. Accessing an element
inside that same 128-bit area is slightly faster than accessing one outside of it. Thus
when performing the S-Box table lookup, we see non-constant timing depending on
the sequence of lookups performed. It would be impossible to detect this with purely
simulated test harnesses, since the effect is purely one that exists at the physical level.
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Figure 12: Non-constant execution time on the STM32F2 due to the flash accelerator.
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7 Hardware Accelerators

The following looks at four examples of hardware accelerators built into microcontrollers.
These were selected as a reasonable sample of microcontrollers that are on the market,
which do not target specific security levels. That is there is no common criteria rating
or similar available for them.

7.1 Leakage Models in Use

Of the possible leakage locations, three leakage models are used in breaking the devices.
A short summary of the leakage models will be presented here.

First, it is worth remembering what AES looks like. A diagram of it is presented4

in Figure 13. We often see a Hamming distance (number of bit changes) difference
between the AES state. This is most easily exploited on the last round, as there is no
MixColumn operation that would complicate our life, and require the learned authors
to actually understand something about how Galois Field multiplication works rather
than simply typing the words.

Figure 13: The AES-128 algorithm, with one common leakage source diagrammed.

4This figure is a tribute to the most ripped-off AES diagram in existence.
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The first is the ”state to state” leakage model. This leakage comes from overwriting
of the AES state register, and is very common in hardware AES implementations that
perform an entire round per clock cycle. There are many variations of AES implemen-
tations – the authors invite you to see how many papers with the theme “An efficient
implementation of AES” exist if you are curious. But first, the leakage model for this
classic hardware implementation is below:

c l a s s Las t roundStateDi f f ( AESLeakageHelper ) :
name = ’HD: AES Last−Round State ’
de f l eakage ( s e l f , pt , ct , key , bnum) :

# HD Leakage o f AES State between 9 th and 10 th Round
st10 = ct [ s e l f . INVSHIFT undo [ bnum ] ]
s t9 = inv sbox ( ct [ bnum ] ˆ key [ bnum ] )
re turn ( s t9 ˆ st10 )

de f processKnownKey ( s e l f , inpkey ) :
r e turn keyScheduleRounds ( inpkey , 0 , 10)

This leakage model is part of the ChipWhisperer analyzer Python program. The
model returns a byte that will be turned into a leakage by counting the number of 1’s.
Hence the XOR of the last two states being used to determine the number of bit flips.

One alternative form in particular is common. Note that the ShiftRows step is cheap
in hardware – it involves only swapping some byte orders, which has no real cost since
it just changes how we route the wires but no gates, latches, etc.

We could thus build the algorithm as in Figure 14. In this example we have moved
some functions around – ShiftRows occurs before AddRoundKey, which only works if we
also shift the RoundKey in the same order (hence AddShiftedRoundKey). The result
is a simplified last round, and no need for the AddRoundKey ”outside” the first round.
The additional ShiftRows at the input is just a reordering of the hardware wires.
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Figure 14: The AES-128 algorithm returns.

This modified algorithm requires the leakage model shown below:

c l a s s Las t roundSta t eD i f fA l t e rna t i v e ( AESLeakageHelper ) :
name = ’HD: AES Last−Round State A l t e rna t i v e ’
de f l eakage ( s e l f , pt , ct , key , bnum) :

s t10 = ct [ bnum ]
s t9 = inv sbox ( ct [ bnum ] ˆ key [ bnum ] )
re turn ( s t9 ˆ st10 )

de f processKnownKey ( s e l f , inpkey ) :
k = keyScheduleRounds ( inpkey , 0 , 10)
re turn s e l f . s h i f t r o w s ( k )

These operations assume the entire round occurs on a single clock cycle. For various
reasons implementations may not perform a single round on a clock cycle (speed vs.
area trade-offs mainly). One potential leakage source is the SubByte operation, and we
could look for the Hamming distance of data from the input to output for this:

c l a s s SBoxInOutDiff ( AESLeakageHelper ) :
name = ’HD: AES SBox Input to Output ’
de f l eakage ( s e l f , pt , ct , key , bnum) :

s t1 = pt [ bnum ] ˆ key [ bnum ]
s t2 = s e l f . sbox ( s t1 )
re turn ( s t1 ˆ s t2 )
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With some defined leakage models, let’s see which ones appear in the test results.

7.2 ST STM32F415

The STM32F415 is a Cortex M4 microcontroller. It contains a cryptographic hardware
accelerator. Note this particular device has an internal Vcore regulator that is perma-
nently internally connected to the Vcore pin. Thus one cannot use an external ”clean”
power supply to reduce measurement noise.

To perform the shunt based power measurement on these devices, the technique de-
tailed in [12] was used. This technique is to simply insert a shunt resistor between the
internal regulator output pin (used for an external capacitor) and the external capacitor.
See Figure 15 for this specific example.

Figure 15: Power measurement is performed using the SHUNTL line. The SHUNTH /
FILT LP pins are not connected externally (done by removing the jumper on
the CW308 UFO baseboard).

A complete encryption trace is given in Figure 16.
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Figure 16: STM32F415 AES Hardware Peripheral. Green and Red bars indicate start
and end of encryption.

Table 2: STM32F415 Capture Parameters

Clock External 7.37 MHz clock.

Shunt 10 Ohms.

Capture Hardware ChipWhisperer-Lite Capture.

Sample Rate 29.4 MS/s (synchronous to device clock).

7.3 NXP Kinetis K24F

The NXP Kinetis K24F provides a Cortex M4 core. This devices has an interesting
leakage, as the strongest leakage appears to be a Hamming distance from the S-Box
input to output. It is possible to recover the complete encryption key in approximately
14 000 traces.
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Figure 17: K24F AES Hardware Peripheral. Green and Red bars indicate start and end
of encryption.

Table 3: K24F Capture Parameters

Clock External 7.37 MHz clock.

Shunt 10 Ohms.

Capture Hardware ChipWhisperer-Lite Capture.

Sample Rate 29.4 MS/s (synchronous to device clock).

Figure 18: The K24F Suggests S-Box Input to Output Leakage
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Figure 19: The K24F Leakage Suggests a Word-Wise Implementation (T-Table?)

7.4 Espressif ESP32

The Espressif ESP32 contains a hardware AES block, capable of performing AES-128 or
AES-256. In addition to usage as a user peripheral for arbitrary data encryption, this
peripheral is used as part of the real-time memory decryption, which allows an encrypted
external SPI flash chip to be decrypted as different addresses are accessed.

We have only evaluated the peripheral when used in AES-ECB mode, as part of a user
program. We make no claims about usage in memory decryption or other applications
(at least until such analysis is performed).

Figure 20: ESP32 AES Hardware Peripheral. Green and Red bars indicate start and
end of encryption.
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Table 4: ESP32 Capture Parameters

Clock External 7.37 MHz clock.

Shunt 10 Ohms.

Capture Hardware ChipWhisperer-Lite Capture.

Sample Rate 29.4 MS/s (synchronous to device clock).

The ESP32 provides several library functions for calling the AES routines. The exact
code used is given below, which specifically calls a lower-level function (ets aes cryp())
than would normally be called by the user.

void aes128 enc ( u i n t 8 t ∗ pt , u i n t 8 t ∗ k )
{

e s p a e s c o n t e x t ctx ;
e s p a e s i n i t (&ctx ) ;
e s p a e s s e t k e y e n c (&ctx , k , 128) ;

e sp ae s acqu i r e ha rdware ( ) ;
e t s a e s s e t k e y e n c ( ctx . enc . key , ctx . enc . a e s b i t s ) ;
t r i g g e r h i g h ( ) ;
e t s a e s c r y p t ( pt , pt ) ;
t r i g g e r l o w ( ) ;
e s p a e s r e l e a s e h a r d w a r e ( ) ;

}

Figure 21: ESP32 AES CW-Lint Output suggests HW S-Box Leakage.
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7.5 Microchip SAM4L

The Microchip SAM4L contains an AES core, which has several listed “countermea-
sures”. The overall power trace is shown in Figure 22. Figure 23 shows a zoomed in
portion of the power trace, where several traces with all countermeasures enabled are
overlaid. The listed countermeasures (from the datasheet) are:

• Type 1: Randomly add one cycle to data processing

• Type 2: Randomly add one cycle to data processing (other version)

• Type 3: Add a random number of clock cycles to data processing, subject to a
maximum of 11 clock cycles for key size of 128 bits

• Type 4: Add random spurious power consumption during data processing

When countermeasures 1-3 are all enabled there is noticeable desynchronization that
stops a basic CPA attack, such that the attack will fail when countermeasures are turned
on. The “add noise” (Type 4) countermeasure does not make a noticeable difference
either visually or in attack results.

Figure 22: SAM4L AES Hardware Peripheral. Green and Red bars indicate start and
end of encryption.
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Figure 23: SAM4L Countermeasures add jitter within the algorithm.

Table 5: SAM4L Capture Parameters

Clock External 7.37 MHz clock.

Shunt 10 Ohms.

Capture Hardware ChipWhisperer-Lite Capture.

Sample Rate 29.4 MS/s (synchronous to device clock).

7.6 Summary

The following table shows a summary of the number of traces required for breaking the
various microcontroller devices hardware AES implementation. The number of traces is
comparable across the various devices, indicating a general security level that one could
reasonable expected.

Note we have not fully evaluated the SAM4L with countermeasures enabled. Enabling
countermeasures causes the CPA attack without any preprocessing to fail, tested up to
50 000 traces. Since we have not optimized the attack for another other target, we have
not attempted to break the SAM4L using special preprocessing or filtering.

The ‘AES-128 Cycles’ includes the overhead of any calling libraries or ROM code. This
presents an example of the time used in performing the encryption by the application
code, and not the minimum or optimized time that is possible with any given device.
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Table 6: Summary of CPA Attack Parameters and Results

Device AES-128
Cycles

Leakage Model Traces
Req’d

Notes

STM32F415 493 Round to Round
HD

6000

Kinetis
K24F

475 S-Box Input to
Output HD

14 000

ESP32 252 S-Box output HW 18 000 Calling ROM func-
tion directly

SAM4L 74 Round to Round
HD

3000 Countermeasures
DISABLED

SAM4L 81 ? ? Countermeasures
ENABLED

8 Conclusion

ChipWhisperer-Lint is a tool for detecting side channel leakage models. While previous
work has concentrated on general leakage detection, this tool has focused on moving from
generic detection to specific leakage models. In particular, a brute-force leakage model
generation attempts to combine potential leakage models based on the fundamental
intermediate steps of the algorithm.

These leakage models can be found in a variety of commercial off-the-shelf microcon-
trollers. A number of microcontrollers have been demonstrated to have side-channel
leakage that can be exploited to break AES-ECB mode, with the assumption of having
physical access to the device in order to perform the power measurement.

In addition, ChipWhisperer-Lint can be built into an automated leakage detection or
testing method. This method can be setup such that new captures are run on physical
hardware, validating leakages that might result from changes in compilers or synthesis
tool.
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